We investigate the pressure-induced structural changes in the mature human immunodeficiency virus type 1 protease dimer, using residual dipolar coupling (RDC) measurements in a weakly oriented solution. $^1$D$_{NH}$ RDCs were measured under high-pressure conditions for an inhibitor-free PR and an inhibitor-bound complex, as well as for an inhibitor-free multidrug resistant protease bearing 20 mutations (PR20). While PR20 and the inhibitor-bound PR were little affected by pressure, inhibitor-free PR showed significant differences in the RDCs measured at 600 bar compared with 1 bar. The structural basis of such changes was investigated by MD simulations using the experimental RDC restraints, revealing substantial conformational perturbations, specifically a partial opening of the flaps and the penetration of water molecules into the hydrophobic core of the subunits at high pressure. This study highlights the exquisite sensitivity of RDCs to pressure-induced conformational changes and illustrates how RDCs combined with MD simulations can be used to determine the structural properties of metastable intermediate states on the folding energy landscape.
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of the corresponding inter-nuclear vectors, providing powerful restraints for structure determination. Our measurement of $^{1}D_{\text{NH}}$ backbone RDCs for ubiquitin in a dilute solution of Pf1 filamentous phage revealed excellent agreement with the reference high-resolution structure of ubiquitin over a wide range of pressures from 1 bar to 2500 bar (Supporting Information Fig. S1), providing strong evidence for the absence of any significant pressure-induced structural change over this pressure range. When measured at high accuracy, the exquisite sensitivity of RDCs to even minute structural changes highlights their utility for structural characterization of high-pressure intermediate states. However, our results for ubiquitin also demonstrate that a change in RDC does not directly equate with a change in average backbone structure as the alignment tensor generally will be pressure dependent.

The use of RDCs as structural restraints to assist the conformational sampling in all-atom molecular dynamics simulations has also recently emerged as a powerful method to obtain detailed structural models of proteins in denatured, intermediate and transition states. In addition, all-atom MD simulations can capture the pressure-dependence of protein stability.

Here, we introduce a strategy that combines the measurement of RDCs under high-pressure conditions with all-atom MD simulations to study the effects of pressure on human immunodeficiency virus type 1 protease dimer (HIV-1 PR) near the midpoint of the unfolding transition. The HIV-1 PR is a homodimeric aspartic hydrolase with 99 amino acids in each subunit. Each monomer contains a glycine-rich flap segment (residue 44–57), known to be essential to the catalytic activity of PR. In a recent study, we determined the preferred flap orientations of PR in solution by measuring RDCs for the backbone amide $N-H$ vectors of an inhibitor-free PR and a symmetric inhibitor DMP323-bound complex, as well as for an inhibitor-free multidrug resistant variant PR20. The RDC data clearly indicate that the inhibitor-free protease, on average, adopts a closed conformation in solution that is very similar to the inhibitor-bound state. By contrast, PR20 adopts a wide-open flap conformation.

**MATERIALS AND METHODS**

**Experimental**

The protease constructs used in this study contained the active site D25N mutation to prevent autoproteolysis. The D25N mutation was introduced into the mature PR20 template, a protease inhibitor resistant clinical isolate, by employing the Quik-Change mutagenesis protocol (Agilent Technologies, Santa Clara, CA). Cells were grown in M9 minimal medium containing 0.5 g/L $^2$H$_2$/$^{15}$N/$^{13}$C Isogro (Sigma-Aldrich), 2H$_2$O, 1.2 g/L $^{15}$NH$_4$Cl, and 2 g/L $^2$H$_7$/$^{13}$C$_6$-d-glucose for $^{2}$H/$^{15}$N/$^{13}$C-labeling and expression was induced at an optical density of 0.7 (600 nm) with a final concentration of 1 mM isopropyl $\beta$-D-1-thiogalactopyranoside (IPTG) for a period of 4 h.

Cells harvested from 1 L of culture were suspended in 70 mL of buffer A [50 mM Tris-HCl, pH 8, 10 mM ethylenediaminetetraacetic acid (EDTA), and 10 mM dithiothreitol (DTT)], followed by the addition of lysozyme (100 $\mu$g mL$^{-1}$) and sonicated at 4°C. The insoluble recombinant protein was washed by resuspension and brief sonication in 70 mL of buffer containing 50 mM Tris-HCl, pH 8, 10 mM EDTA, 10 mM DTT, 2M urea, and 1% Triton X-100 and subsequently in buffer A. In all cases, the insoluble fraction was pelleted by centrifugation at 20,000g for 30 min at 4°C. The final pellet was solubilized in 50 mM Tris-HCl, pH 8.0, 7.5M guanidine hydrochloride (GdHCl), 5 mM EDTA, and 10 mM DTT to yield a concentration of ~20 mg mL$^{-1}$. A maximum of 18 mg of protein was loaded on a Superdex-75 column (HiLoad 1.6 x 60 cm$^2$, GE HealthCare, Piscataway, NJ) equilibrated in 50 mM Tris-HCl, pH 8, 4M GdHCl, 5 mM EDTA, and 1 mM DTT at a flow rate of 1.4 mL min$^{-1}$ at ambient temperature. Peak fractions were analyzed by SDS-PAGE, pooled, and subjected to reverse-phase HPLC (POROS 20 R2, Life Technologies, Grand Island, NY). The protein was eluted using a linear gradient from 99.95% water (v/v) and 0.05% TFA to 60% acetonitrile (v/v), 0.05% TFA (v/v), and 39.95% water (v/v) over a period of 16 min at a flow rate of 4 mL min$^{-1}$. Peak fractions were combined, estimated for protein content at 280 nm, analyzed by SDS-PAGE and stored at −70°C. A fraction of the pure protein was dialyzed against HCl (12 mM), concentrated and stored at 4°C. Typically, proteins were refolded by dilution of the stock solution in 6.6 volumes of acetate buffer (5 mM, pH 6.0), with (five-fold molar excess) or without DMP323 inhibitor, and then were dialyzed extensively in 20 mM sodium phosphate (pH 5.7) and concentrated.

The $^{1}D_{\text{NH}}$ RDCs were derived from the difference in $^{1}J_{\text{NH}} + ^{2}J_{\text{NH}}$ splitting measured at 600 MHz using an ARTSY-HSQC experiment on an isotropic sample and an aligned sample. All experiments were performed at 293 K. The alignment of the samples was obtained by the addition of 10 mg mL$^{-1}$ squalamine and 5 mM hexan-1-ol, yielding a stable lock solvent $^{2}$H quadrupole splitting of ~22 Hz. The average experimental error in the measured $^{1}D_{\text{NH}}$ RDCs was 0.15 Hz. For all the experiments described above, a commercial ceramic high-pressure NMR cell and an automatic pump system (Daedalus Innovations, Philadelphia, PA) was used to vary the pressure in the 1–2500 bar range.

**Simulations**

Simulations were run using Gromacs 4.5.5 using the Amber ff99SBws force field, initialized from the
3BVB crystal structure. Lennard-Jones interactions were evaluated with a twin range cut-off scheme in which interaction forces between pairs of atoms within 9 Å were evaluated at every time step, and those between 9 and 14 Å every 10 steps. Coulomb interactions were calculated with the particle-mesh Ewald method using a real-space cut-off of 9 Å and a grid spacing of 1.2 Å. The temperature was held constant at 1 bar using a Langevin thermostat with a friction of 1.0 ps⁻¹ and the pressure was maintained at either 1 bar or 600 bar using a Parrinello-Rahman barostat with a coupling time of 2.5 ps and using a compressibility of $4.5 \times 10^{-5} \text{ bar}^{-1}$. RDCs were imposed as restraints via the orientational restraints feature of Gromacs. The restraints were applied to a single copy (i.e., no time or ensemble averaging), with a force constant of 10.0 kJ mol⁻¹ Hz⁻². Briefly, in this scheme, the alignment tensor is always chosen to minimize the deviation of RDCs calculated from the current coordinates with respect to the experimental data and restraint forces are from the harmonic potential applied to the RMSD between experimental and calculated RDCs. A number of replicates of each simulation were run using different initial conditions, for a run time of up to 200 ns per run. The total amount of simulation time for each set of conditions and force field is given in Supporting Information Table S1. Conformations from the trajectories were clustered using the linkage algorithm and a 0.75 Å cut-off on backbone RMSD. At 1 bar, a single cluster accounted for 99% of the data, while at 600 bar two clusters (open and closed) accounted for 80% of the data between them, with the remaining clusters each containing less than 1.5% of the data. The central structures of these two clusters at 600 bar were used to define “open” and “closed” states.

RESULTS

To probe the effect of pressure on the protease structure, new sets of backbone ¹D NH RDCs were measured under high-pressure conditions for the three different forms of the protease: inhibitor-free PR20, DMP323-bound PR, and inhibitor-free PR (Supporting Information Tables S1 and S2). Weak alignment of the NMR samples was achieved by the addition of a dilute solution of squalamine. The partial alignment obtained with squalamine remained constant in the 1 bar–2.5 kbar pressure range (Supporting Information Fig. S2). Thus squalamine is an additional pressure-stable alignment medium. RDC measurements were carried out both 1 bar and at a pressure close to the midpoint of denaturation, where ~55% of the folded state is retained based on the relative intensities of the ¹H-¹⁵N cross peaks (Supporting Information Fig. S3), thereby maximizing the potential effects of pressure on the folded dimer. Significant ¹D NH RDC differences were observed for the inhibitor-free PR throughout the protein, including the N-C termini, the active site, and the flap region [Fig. 1(A)]. These changes were associated with a significant decrease in the quality of the fit to the X-ray reference structure (PDB entry 3BVB), with the Q-factor increasing from 22 to 48% for RDCs collected at 1 and 600 bar, respectively (Supporting Information Fig. S4). Differences in the quality of the fit could arise from local effects of pressure on the monomer subunit structures or from a change in the relative orientation of the subunits at the dimer interface. To distinguish these two effects, we first refined the dimeric X-ray reference structure (to which hydrogens had been added) against the 1-bar ¹D NH RDCs, while keeping the non-H-atom coordinates tightly restrained to their crystallographically determined positions through a noncrystallographic symmetry term in the program XPLOR-NIH, thereby reducing the effect of so-called structural noise. The refined dimer yielded a Q-factor of 8.7% and, as expected, virtually the same number when fitting the monomeric subunit. The fit of the 600 bar RDCs to this refined structure also improves, from $Q = 0.48$ to $Q = 0.21$. Importantly, when fitting the 600 bar RDCs to the refined monomer structure, nearly the same fit quality is obtained ($Q = 0.21$).
indicating that the decreased fit quality at 600 bar is not caused by a rearrangement of the dimer. Clear outliers in the fit of the 600 bar data [Fig. 1(B)] therefore must correspond to the local effects of pressure on the subunit structures. Residues with RDCs most affected by pressure are located in the N- and C-termini (residues V11 and T96), in the flaps (I54, K55, Q58) and in the active site (N25), but also in the “hinge” region of the protease (residues M36, G73, T74) [Fig. 1(B,C)].

To first characterize the pressure-induced structural changes observed for the inhibitor-free PR, we ran all-atom simulations in explicit solvent starting from the reference crystal structure 3BVB (after removing its ligand), in conjunction with a bias restraining the structure to the experimental RDCs measured at either 1 bar or 600 bar (Supporting Information Fig. S5 and Table S3). The TIP4P/2005 water model was used for its ability to capture pressure-dependent equilibria, in conjunction with the Amber ff99SBws protein force field optimized for this water model. The simulation pressure was set to be the same as in experiment. All 10 simulations restrained to the 1-bar RDCs show flaps in a closed conformation, with a root mean square deviation (RMSD) <1 Å to the “core” and “flap” regions of the reference 3BVB structure for all runs [Fig. 2(A); Supporting Information Fig. S6], thereby confirming that the closed flap conformation constitutes the preferred conformation of the inhibitor-free PR at atmospheric pressure. The simulations restrained to the 600 bar RDCs resulted in significant conformational changes in the flap region, with a final RMSD of ~2.5 Å from 3BVB [Fig. 2(B) and Supporting Information Fig. S7]. Inspection of the corresponding high-pressure trajectories shows a cooperative, two-state switch from the closed to a wide-open flap conformation. [Fig. 2(D)]. The “open” and “closed” reference structures shown in Figure 2(C,D) are based on a cluster analysis of the simulation trajectories, with the corresponding clusters accounting for ~80% of all data at 600 bar and >99% at 1 bar. Interestingly, we found that the central structure of the “open” cluster presents some significant differences in the flap region with the X-ray structure of the multi drug-resistant mutant PR20 even though both structures show a similar degree of opening (Supporting Information Fig. S8).

Similar results are obtained in alternate trajectories generated with the CHARMM 36 force field and TIP3P water (Supporting Information Fig. S9), showing that these results are not force-field dependent. Additional simulations at 1 bar, restrained to the 600-bar RDCs, again showed a transition to a more open
structure; similarly, simulations at 600 bar restrained to 1-bar RDCs remain in the closed conformation (Supporting Information Figs. S10 and S11). It is clear from the above that the results are primarily driven by the experimental restraints, rather than by the pressure in the simulation. Nonetheless, in accordance with Le Chatelier’s principle, we found that the opening of the flaps at high pressure is driven by a reduction of the protein partial molar volume. We determine the difference of partial molar volumes at a given pressure as 

\[ \Delta V_m = N_A (V_O - V_C) \]

where \( V_O \) and \( V_C \) are the average system volumes when the protein is in the open and closed states respectively and \( N_A \) is Avogadro’s number (the number of water molecules being fixed). Here, we define “closed” states as those within 1.3 Å backbone RMSD of the 3BVB structure and “open” as those with RMSD from 3BVB > 1.6 Å, yielding a difference of partial molar volume of \(-29(11)\) and \(-48(8)\) cm\(^3\) mol\(^{-1}\) at 1 and 600 bar, respectively. Using these as lower and upper bounds, we estimate that 600 bar pressure should stabilize the open conformation of the flaps relative to the closed one by between \(-1.7\) and \(-2.9\) kJ mol\(^{-1}\), an appreciable difference considering the relatively small pressure applied. Thus, by driving the conformational change using experimental data recorded at different pressures, we obtain a self-consistent change in simulation volume, indicating that this partial unfolding is also favored by high pressure in the context of the simulation force field.

The opening of the protease flaps with pressure explains the large change of RDCs for residues in the flaps (I54, K55) and in the adjoining hinge region (M36, Q58). However, there are several residues in the body of the protein that also exhibit substantial RDC changes with increased pressure: V11, G73, T74, and N88. Next to the larger scale conformational transitions associated with flap opening, pressure is expected to induce local effects caused by the burial of water molecules in interior cavities. To investigate such effects, we determined the changes in surface and buried water populations as a function of pressure (Supporting Information Table S4). The largest changes are observed for the number of surface waters, with increases from closed to open conformations and from low to high simulation pressure. Both of these effects are to be expected, due respectively to the larger exposed surface area in the flap-open structure and to the increase in water density with pressure. The changes in the number of fully buried waters are much smaller, on the order of 1–3 additional water molecules at high pressure. Nonetheless, the differences exceed the simulation error. We determined for each heavy atom in the protein the average number of buried waters in contact with it at 1 bar and at 600 bar [Fig. 3(A)], showing a significant increase in the number of buried water molecules for atoms belonging to certain residues at high pressure. When focusing on the residues having atoms with an increase of more than 0.2 neighboring buried water molecules between the 1-bar and 600-bar structures, i.e. residues 20, 31, 34, 58, 60, 73, 74, and 88, we find that many of these are found clustered in the same region of the protein [Fig. 3(B)]. There is also a substantial overlap with the residues in the core of the protein with largest pressure-induced RDC changes, namely 11, 73, 74, 88. This suggests that although the absolute change in the number of buried waters is small, they appear to be related to the localized changes in RDC remote from the flap/hinge or terminal regions of the dimer. Overall, these results show a higher degree of water penetration in the trajectories restrained to the 600 bar RDCs compared with those restrained to the 1 bar data, and are consistent with a general mechanism of pressure-induced penetration of water molecules that destabilizes the native state, thereby leading to the complete unfolding of the protein.
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**Figure 3** Changes in number of buried waters in contact with each protein heavy atom with pressure. **A**: Comparison between the average number of buried waters (as defined in text) in contact with each heavy atom in PR, at 1 bar and at 600 bar. The region between the broken red lines includes atoms with a difference of up to 0.2 water molecules at 1 bar and 600 bar. The heavy atoms lying outside this region are labeled with the number of the residue to which they belong. **B**: These residues are shown on the protease structure. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
In contrast to the free PR, the much smaller pressure-induced RDC changes measured for the DMP-bound PR and the free PR20 (Supporting Information Fig. S12A and B) suggest that these latter systems undergo a much more cooperative unfolding transition than free PR, with no detectable intermediate state. The drug-resistant mutant PR20 already adopts the open-flap conformation at atmospheric pressure, such that its lowest free energy conformer already corresponds to the lower volume state of the native dimer. For the inhibitor-bound PR, the more cooperative unfolding likely arises from stabilization of the flap tips in the DMP-bound state. The structures of the DMP323-PR complex have indeed shown that the I50/I50' amide protons of the protease are hydrogen bonded with the urea oxygen of DMP323, thereby providing a direct coupling between the active site interface (residues 25–27) and the tips of the flaps (residues 49–51).

CONCLUSIONS

In summary, we have shown that the balance between the closed-flap and open-flap conformers is perturbed by high pressure, with the wide-open flap conformation becoming significantly more populated. In view of these results, the NMR relaxation data reported by Freedberg et al. can possibly be interpreted as reflecting rapid transitions between closed and a small population of wide-open conformations, rather than between semi-open and wide-open conformations. In contrast to the inhibitor-free PR, little effect of pressure on the RDCs was observed for the inhibitor-free PR20 and the DMP323-bound PR, suggesting that both drug-resistance mutations and ligand binding can profoundly modify the folding free-energy landscape of mature HIV-1 protease. This study illustrates how the measurement of RDCs, methods can be used to describe low lying intermediate states in the folding energy landscape of a globular protein.
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